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 2010 June 10Hysteresis loop signatures of phase transitions in a mean-�eld modelof disordered Ising magnetP.N.Timonin1)Southern Federal University, 344090 Rostov-on-Don, RussiaSubmitted 11 March 2010The multiplicity of long-lived states in frustrated disordered magnets makes the task to experimentallydetermine which of them has the lowest free energy (and thus what thermodynamic phase the sample is in)seem rather hopeless. Nevertheless here we show in the framework of Landau-type phenomenological modelthat signatures of the mean-�eld equilibrium phase transitions in such highly nonequilibrium systems may befound in the evolution of the hysteresis loop form. Thus the sequence of transitions from spin-glass to mixedphase and to ferromagnetic one results in the changes from inclined hysteresis loop to that with the developingvertical sides and to one with the perfectly vertical sides. Such relation between loop form and the location ofglobal minimum may hold beyond the mean-�eld approximation and can be useful in the real experiments andMonte-Carlo simulations of the problems involving rugged potential landscape.Many types of disorder can induce the frustrationin the magnetic interactions of a solid. This resultsin appearance of the glassy states in disordered mag-nets which may exist along with the more usual ones {ferromagnetic, ferrimagnetic etc. There are also mixedphases where perfect magnetic order is destroyed onlypartially. This variety of thermodynamic phases (states)is present in many microscopic models with frozen frus-trated disorder [1 { 3]. Yet an equilibrium thermo-dynamic phase may be something like a phantom insuch highly nonequilibrium systems. From Monte-Carlostudies of microscopic spin-glass models [4] it is knownwhat a huge time is needed for such systems to relaxinto the equilibrium state. From the mean-�eld pointof view this is the consequence of the rugged free en-ergy landscape with numerous local metastable minimain each of which the system can be trapped on its way tothe global (equilibrium) minimum for a time which growexponentially with the volume of a sample [4]. Recentexperiments [5, 6] show visually that in zero and �nite�eld random magnets do stay con�ned in the variety ofthe phase space regions with di�erent magnetizations fortimes up to 105 s without a noticeable relaxation.Moreover, Monte-Carlo simulations of short-range3d Ising spin-glass under quasi-static �eld variations [7]demonstrate the existence of numerous stationary statesinside the hysteresis loop. These �ndings are shown tobe in a reasonable qualitative agreement with the similarexperiments in the Ising spin-glass Fe0:5Mn0:5TiO3 [7].Along with the experiments of Refs.[5, 6] this is the un-ambiguous evidence that short-range Ising spin-glasses1)e-mail: timonin@aaanet.ru

do can posses the multi-valley structure of phase spaceeven in external �eld.Often the validity of such mean-�eld picture for theshort-range spin-glasses is questioned on the grounds ofexperiments (see Ref.[8] and references therein) and sim-ulations [9, 10] which do not �nd any Almeida-Thoulessanomalies in a �eld. It seems that the imaginary paradoxbetween evidences of the multi-valley structure [5 { 7]and the absence of Almeida-Thouless anomalies [8 { 10]stems from the unjusti�ed conviction that in short-rangesystems the onset of spin-glass phase should be neces-sarily accompanied by the divergence of the spin-glasssusceptibility same as in the Sherrington-Kirkpatrickmodel.So the rather natural resolution of this paradox liesin the recognition that in the short-range spin-glassesthe multi-valley landscape can emerge in a �nite �eldwithout the Almeida-Thouless anomalies. The qualita-tive explanation of such behavior can be found in theframework of multi-mode condensation mechanism [11{13] describing the possible origin of the spin-glass phasein short-range random Ising magnets. Indeed, in thismechanism the whole macroscopic set of sparse fractalmodes become unstable at the same transition temper-ature in zero �eld while in �nite �eld their instabilitypoints spread throughout a �nite temperature interval,cf. Fig.4 in Ref. [13]. So the experiments and simula-tions in the �eld would not detect the sharp transition,instead the gradual emergence of more and more corru-gated landscape would take place in the larger temper-ature intervals for higher �elds.Thus we may conclude that the mean-�eld viewpointis applicable to the real random Ising magnets at least onthe present days' laboratory times. The last reservation646 �¨±¼¬  ¢ ���� ²®¬ 91 ¢»¯. 11 { 12 2010



Hysteresis loop signatures : : : 647is important as usually the mean-�eld theories overes-timate the barriers between local minima and, hence,the Arrhenius lifetimes of the metastable states. Thusthe Monte-Carlo simulations of short-range 3d Isingspin-glass [14] indicate that there can be the directionsin phase space where the barrier's heights stay �nite.Hence the mean-�eld notion of the divergent metastablestates' lifetimes can be violated at longer time scales,that is the system can relax to the global minimum af-ter, say, months or years.Yet, being in error with respect to the barriers andlifetimes, some re�ned mean-�eld models may still givecorrect relative depths of metastable minima in the free-energy landscape. In such cases we would have a correctmean-�eld description of a system's true phase diagramwhich would agree with the exact results of the equilib-rium statistical mechanics valid at in�nite times. Thusthe mean-�eld approach may be useful in the locatingthe points of the true equilibrium transitions.So with the above reservations we may interpretthe experimental data in the mean-�eld regime spread-ing up to the times of order 105 s with the notion ofmetastable states with extremely long and divergent life-times. Hence, we are faced with the problem to �ndamong the variety of the observed stationary states theequilibrium one(s) whose properties are described bythe equilibrium microscopic models. In the absenceof some notion of a possible protocol (such as �eld-cooling or zero-�eld-cooling) leading to the equilibriumstate(s) it is rather hopeless task if one is not preparedto wait for months and years in (probably vain) hopethat the mean-�eld predictions fail at longer times andour random system still �nd the way to the equilibriumstate.Nevertheless the de�nite signatures of equilibriumthermodynamic transitions in some glassy magnets maybe found in quite simple experiments. They can be en-coded in the temperature evolution of their hysteresisloop form [12, 15]. This is quite natural as the pres-ence of hysteresis loop in the quasi-static ac �eld is themain and unambiguous manifestation of the irreversibil-ity appearing in glassy phases. Due to the mean-�eldpicture the origin of this irreversibility lies in the pres-ence of multiple metastable states so one can easily con-clude that their magnetization curves should lie in theloop interior. This apparent conclusion needs no furthertheoretical justi�cation once the existence of metastablestates is adopted. Hence this should be the necessaryfeature of any adequate mean-�eld model of glassy mag-nets.In spite of its simplicity the notion of the loop �lledwith the metastable magnetization curves allows to ex-

plain qualitatively the origin of all quasi-static irre-versible phenomena in glassy magnets. Thus assumingthat in the spin-glass phase the observed inclined hys-teresis loops are �lled with the metastable magnetizationcurves one can easily explain how the di�erent values ofphysical quantities emerge in various experimental pro-tocols [13]. For example, it becomes quite obvious thatthe �eld-cooled process brings the system to the upperoutline of the loop while the zero-�eld-cooled one makesit join its lower outline [13].Moreover the inspection of hysteresis loop form cangive some notion on the relative depths of the metastableminima thus making a link with the predictions ofthe equilibrium statistical mechanics. On this way thequite plausible assumption is that the deeper zero-�eldmetastable minimum the larger coercive �eld of its mag-netization curve (at which the minimum vanishes de-stroyed by the �eld opposite to the zero-�eld magne-tization). As the ends of the metastable magnetizationcurves constitute the outline of the major hysteresis loopone can deduce from its form which of the metastablestate has the lowest zero-�eld free energy thus being theequilibrium one. Such heuristic considerations for thedetermination of phase sequence in glassy systems were�rst advanced in Ref.[15]. Here we show that in theframework of the Landau-type phenomenological modelthe equilibrium phase transitions do show up in the hys-teresis loop form and this heuristics is exact in spin-glassand ferromagnetic phases and approximate in the mixedone.We consider the Landau potential for the magnetiza-tions of the sparse fractal modes mi, i = 1,...,N0 [11, 12]of the formF (m) = �g2 ��m2�� [m]2�+ �f2 [m]2 + 14 �m4�++ d4 [m]4 � h [m] ;�mk� = N�10 N0Xi=1 mki :It is the simplest model suitable for our aim as at d > 0it has three magnetic phases (spin-glass, mixed and fer-romagnetic) possible for the Ising-type ferromagnet withfrustrated nonmagnetic disorder. In the multiple localminima of F (m) mi acquire just two values m+ > 0and m� < 0 so all their variety is parameterized by thequasi-continuous variable 0 < n < 1 de�ning the frac-tion of the positive mi at a given metastable minimum.The existence of these minima is limited by condition�g < 0 and the stability conditions�¨±¼¬  ¢ ���� ²®¬ 91 ¢»¯. 11 { 12 2010



648 P.N.Timoninm+ (n) =2 < �m� (n) < 2m+ (n) ; � (n) � @m (n)@h > 0:Here m (n) = nm+ (n) + (1� n)m� (n) (1)is the net magnetization of a sample in the metastablestate and � (n) is its magnetic susceptibility. Amongthese local minima those with the lowest free-energy(equilibrium states) are de�ned by the conditionsm+(n) +m�(n) = 0; (2)�f +max ���g ;m(n)2�+ 3dm (n)2 > 0; m(n)h > 0:The magnetization of equilibrium states meq obeysthe equation��f +max ���g ;m2eq��meq + dm3eq = h (3)and the parameter n = neq of these states isneq = 12 "1 + sign (meq)smin�m2eq��g ; 1�# : (4)Also for the equilibrium value of spin-glass Edwards-Anderson order parameterq (n) = �m2�� [m]2 = n (1� n) [m+ (n)�m� (n)]2we get from Eqs.(1), (2), (4)qeq = min(��g �m2eq ; 0):In zero �eld at �g < �f , �g < 0 we havemeq = 0; neq = 1=2; qeq = ��gso here the spin-glass (SG) phase is realized. At h! +0and (1 + d) �g < �f < �g < 0 the mixed (M) phase withpartially ordered moments exists withmeq =r�g � �fd ; neq = 12  1 +s�f � �gd�g ! ; (5)qeq = [�f � �g (1 + d)] =d:At last for h ! +0 and �f < (1 + d) �g < 0 we haveferromagnetic (FM) phase wheremeq =r ��f1 + d ; neq = 1; qeq = 0:In spite of continuous variation of meq , neq and qeqthroughout all phases the transitions between them areof the �rst-order. This is because the SG and FM phase

stay always stable at SG-M and M-FM transition pointscorrespondingly.Now we turn to the temperature evolution of the hys-teresis loop accompanying these transitions. As both�g and �f are linear functions of temperature in a spe-ci�c sample there is a linear relation between them�f = c�g + �0 with c; �0 = const. Choosing c > d + 1and �0 > 0 we get the system with the SG-M-FMphase sequence when �g diminishes. Figs.1{3 show thesubsequent evolution of the hysteresis loop �lled withmetastable curves through such phase sequence. Herec = 5, �0 = 2 d = 2 so the transition temperaturescorrespond to �g = ��0=(c � 1) = �0:5 (SG-M) and�g = ��0=(c� d� 1) = �1 (M-FM).In SG phase we have inclined loop ubiquitous in ran-dom magnets (Fig.1) while in M phase the region of sta-
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Fig.1. Hysteresis loop formed by metastable magnetizationcurves in SG phase at �g = �0:45. Dotted lines show thestability limits of metastable states, dashed line indicatesthe lowest (equilibrium) minimability of metastable states acquires the S-shaped formwhich results in the development of vertical jumps inthe major loop (Fig.2). This takes place right at SG-Mequilibrium transition point and the critical �elds �hsand magnetizations �ms at which the jumps start arede�ned throughms =r�g � �f3d ; hs = 2"���g3 �3=2 + dm3s# :The magnetizations�ms are strictly proportional to thezero �eld equilibrium magnetization meq (cf. Eq. (5)).Such Transitions in the toop form are found in exper-iments [15, 21, 22] and in various random spin models[16 { 18]. We may reasonably suppose that they are themanifestations of the equilibrium SG-M transition.�¨±¼¬  ¢ ���� ²®¬ 91 ¢»¯. 11 { 12 2010
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Fig.2. The same as in Fig.1 for M phase at �g = �0:58
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Fig.3. Hysteresis loop in F phase at �g = �1:25We can also mention another speci�c feature of Mphase, that is the minor loops with vertical sides whichtops (bottoms) are composed of metastable curves withsu�ciently large n (1�n), see Fig.2. At the M-FM tran-sition point ms reaches the stability point of the homo-geneous state (n = 1) so the loop in F phase becomes theordinary ferromagnetic one composed entirely of homo-geneous magnetic states (Fig.3). The metastable curvesinside it are inaccessible in quasi-static regime yet theycan be reached with special fast �eld changes.The dashed lines in Figs.1, 2 show the position ofthe deepest equilibrium minima at a given �eld thuscomprising the results for the equilibrium magnetiza-tion curves which can be obtained in the (mean-�eld)models of the equilibrium statistical mechanics. Appar-ently they are unobservable in the real-time experiments.But if one manage to get the experimental data in ac�eld with period much greater than 105 s the shrinking

of loops to the equilibrium curves in Figs.1, 2 may beobserved. If this will be actually the case and at whatsuperlong times this may occur is still the open questionof modern theory. In terms of the equilibrium curvesthe main feature of the present model can be character-ized as simultaneous qualitative changes of these curvesand the loop's outline, e.g. the jumps at the loop's sidesappear simultaneously with the jump in the equilibriumcurve at h = 0 indicating the onset of the mixed phase.The real magnets and more realistic models may nothave such strict correspondence yet on the basis of aboveheuristics we may expect in them qualitatively similarbehavior. We may also note that in random anisotropicHeisenberg magnets the evolution of loops would dependon the �eld direction and the variety of mixed and spin-glass phases can be detected from this dependence.To elucidate the physical content of the present phe-nomenology we note that it still holds for the ordinaryferromagnets with low concentration of impurities anddefects. Here the metastable states are just the numer-ous multi-domain patterns stable in some intervals ofapplied �eld. Each pattern has its own magnetizationcurve along which the net magnetization varies due tothe change of the domain's moments. At the ends ofthis curve the pattern looses its stability and transformsinto another one via domain wall jumps. The evolu-tion of the hysteresis loop �lled with these curves insuch slightly disordered ferromagnet could follow thatdepicted in Figs.1{3 as with lowering temperature thegradual growth the domain wall energy could make lowerthe potential of the states with fewer walls and larger netmoment. With increasing disorder the domains in thesepatterns will be smeared but nevertheless their spin con-�gurations still will be stable corresponding to the lo-cal free energy minima. Thus the metastable spin-glassstates can be viewed as smeared domain patterns. In theabsence of domain walls the transitions between themare realized through the avalanches of spin upturns onthe sparse fractal set of sites belonging to the speci�ceigenmode of random exchange matrix [11, 12]. HenceBarkhausen noise and acoustic emission can be also ob-served at the sides of the outer loops in glassy phases.Figs.1{3 shed also a new light on the smearing ofthe �rst order transitions by a quenched disorder [19].Indeed, in perfect ferromagnet the �eld sweeping fromnegative to positive values results in the �rst order tran-sition in which magnetization direction is reversed. SoFigs.1, 2 show what smearing e�ect the disorder can haveon this transition. Here the important feature consistsin the appearance of multiple metastable states in thevicinity of smoothed transition. It is quite probable thatthis is inherent property of all smeared �rst order transi-�¨±¼¬  ¢ ���� ²®¬ 91 ¢»¯. 11 { 12 2010



650 P.N.Timonintions. Thus multiple magnetization curves show up nearthe AFM-FM transition in Fe-Rh alloy [20].Here we can verify do the deepest (equilibrium) zero-�eld state with meq � 0 (neq � 1=2) has the largestmodule of its negative coercive �eld, i.e. the �eld de-stroying the local minimum. From Figs.1, 3 we see thatit is evidently true in SG and F phases. Designatingthe parameter n of the state with the largest module ofnegative coercive �eld as nc we have nc = neq = 1=2 inSG phase and nc = neq = 1 in F phase. In M phase thenc of the state with largest coercive �eld isnc=8<: 1=2; �g (1 + 0:037d)<�f < �g13 �2 +q �f��gd�g � ; �g(1+d)<�f<�g (1+0:037d) :This nc does not coincide with neq in Eq. (5) yet theirvalues stay rather close throughout M phase as Fig.4shows. So here the above heuristics works only approx-imately.
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Fig.4. Temperature dependence of neq (solid line) and nc(dashed line) in M phaseNevertheless the peculiarities of the major hysteresisloop form in the present model strictly follow the equi-librium transitions. The thermodynamic phases in suchsystem can be identi�ed through simple experiments inthe quasi-static periodic �eld varying su�ciently slowlyto follow the potential pro�le. It can take much lesstime than the relaxation into the deepest minimum asencircling major loop the system sweeps the boundarybetween the rough and smooth landscapes and the re-laxation times here would not be that enormous. Yet thestrict relation between loop form and equilibrium tran-sitions can be lost in more realistic models with compli-cated potential landscapes. One may argue that possibledeviations from the above picture should not be large aspresent model gives quite adequate description of theloop evolution in real glassy objects [15, 21, 22] and the

underling heuristic considerations can still be valid forthe real systems. Thus it is worthwhile to study withMonte-Carlo simulations the relations between the loopform and the globalminimumposition in the microscopicshort-range models. Moreover just these studies cansave the results of the equilibrium statistical mechanicsand Mont-Carlo absolute minima searches from beinguseless for the real experiments. Figs.1{3 show unam-biguously that full knowledge of the potential landscapeand its dependence on the �eld and temperature are nec-essary for understanding the quasi-static processes inglassy systems. It would not be a formidable task forexperiments and simulations as it just comes to the de-termination of the temperature evolution of hysteresisloop and metastable curves inside it. In reward one getsthe ability to describe every (unavoidably nonequilib-rium) process on the experimental time scales [12, 13].Also this strategy and heuristic relation between thecoercive �elds and minima depths can be used in thevariety of optimization problems once a suitable coupleof conjugate variables playing the role of m and h canbe found. For example, it is quite evident from Figs.1, 2that the ground state search with numerical version ofdemagnetization process [23] can converge to the non-magnetized ground state but should be modi�ed for themagnetized one. So the sensible ground state searchshould include preliminary determination of the hystere-sis loop form as have been already noted in Ref. [17].1. J. R. L. de Almeida and D. J. Thouless, J. Phys. A 11,983 (1978).2. J. A. Hertz, D. Sherrington, and Th.M. Nieuwenhuizen,Phys. Rev. E 66, R2460 (1999).3. G. Migliorini and A. N. Berker, Phys. Rev. B 57, 426(1998).4. K. Binder and A.P. Young, Rev. Mod. Phys. 58, 801(1986).5. I. S. Suzuki and M. Suzuki, Phys. Rev. 73, 094448(2006).6. H. Mamiya et al., JMMM 316, e535 (2007).7. H.G. Katzgraber et al., Phys. Rev. B 76, 092408 (2007).8. P. E. Jonsson, H. Takayama, and H. Aruga Katori, Phys.Rev. B 71, R180412 (2005).9. T. Jorg, H.G. Katzgraber, and F. Krzakala, Phys. Rev.Lett. 100, 197202 (2008).10. A.P. Young and H.G. Katzgraber, Phys. Rev. Lett. 93,207203 (2004).11. P.N. Timonin, J. Exp. Theor. Phys. 92, 1038 (2001).12. P.N. Timonin, Eur. Phys. J. B 64, 125 (2008);cond-mat/0804.1713.13. P.N. Timonin, Eur. Phys. J. B 70, 201 (2009);cond-mat/0709.2064.�¨±¼¬  ¢ ���� ²®¬ 91 ¢»¯. 11 { 12 2010
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